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Motivation

‣ Machine Learning applications to dental hard tissue conditions are under-

explored, in particular for analyzing photographic images.

‣ The clinical diagnostics of dental hard-tissue conditions is routinely performed

by visual examination but is often limited by its subjectivity.

‣ The very limited amount of dental photographic images leads to overfitting when

using deep neural networks.
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Aim and Data

Given a tooth image, we apply regression-based machine learning methods to estimate the

probability and severity of a hard-tissue condition on the tooth image.
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Data Preparation

1. Extract the proportions of Caries, ETW, and Fluorosis out of the dental image using the 

labeled dataset.

2. For each different category, we separate the dataset into case and control datasets.
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Data Preparation

1. Extract the proportions of Caries, ETW, and Fluorosis out of the dental image 

using the labeled dataset.

2. For each different category, we separate the dataset into case and control 

datasets.

Category Cases Control Total

Caries 136 26 162

ETW 76 86 162

Fluorosis 66 96 162
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Feature Representation

1. Color Vector of the Whole Image: We convert every color image into a single vector to keep 

all the original color channel values across the entire image.

2. Distribution Vector with A Given Number of Bins: The distribution vector is computed by 

concatenating the histogram of each channel with n bins into a single vector.

1.

𝟕𝟔𝟓 × 𝟕𝟔𝟓 × 𝟑
𝟏, 𝟕𝟓𝟓, 𝟔𝟕𝟓 × 𝟏

𝟕𝟔𝟓 × 𝟕𝟔𝟓 × 𝟑
𝟑𝒏 × 𝟏

1. .

2.



8

Machine Learning Methods

1. Regression Based Methods

• Linear Regression

• Ridge Regression

• Huber Regression

2. Bayesian Based Regression Methods

• Bayesian Ridge Regression

• Bayesian Automatic Relevance Determination (ARD) Regression

3. Support Vector Based Regression Methods

• Linear Support Vector Regression (Linear SVR)

• Nu Support Vector Regression (NuSVR)

4. Tree Based Regression Methods

• Decision Tree

• Extra Trees Regression
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Results

1. Results of Whole Image Color Vector Feature Representation
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Results

2. Results of Ten-Bin Distribution Vector Feature Representation
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Results

3. Results of Distribution Vector Feature Representation with Various Bin Numbers
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Results

3. Results of Distribution Vector Feature Representation with Various Bin Numbers
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Results

3. Results of Distribution Vector Feature Representation with Various Bin Numbers

Table: Best Prediction Results for Probability and Severity Estimation. 
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Conclusion & Outlook

1. Conclusion

• Most of the nine machine learning methods are not sensitive to the number of bins.

• NuSVR, Decision Tree, Extra Trees Regression and Bayesian Ridge Regression show an overall 

stable and good performance for all three categories and two different estimation tasks.

• The best probability and severity estimation results are concluded, indicating that machine learning 

models provide promising opportunities to help clinical evaluation and save resources in the 

management of these dental conditions.

2. Outlook

• Implement Nested Cross Validation for tuning hyperparameters.

• Obtain more data to improve the estimation accuracy.

• Explore new feature representations.

• Study semantic segmentation problem by segmenting our pixels with different hard tissue conditions.
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